Monitoring Lustre
Getting more from performance info



Piles of data on performance, back
to when the system was installed
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Tons of emails and metrics on
fallures

Service: DG OST 05.05T 05Virtual Disk
Host: hssd-osts-01-a
State; CRITICAL

Date/Time: Mon Dec 8 08:25:17 EST 2014
Additional Info:

Degraded

Summary:
Filesystern 1s OK
Total number of services in CRITICAL/WARNING/UNENOWN state: 6/3/0



Somewhere you have a pretty picture like this of
your system.




Somewhere else you've got a

database full of

configuration and layout

| filesystem - i M+
id IMT(10) |
Fileswsbern _nam e YaRCOHAR(SO) L—=
auktormount_Aag TIMNYIMTIL)
quata_Asgs INTELIOD | T T T T T T T =<
fileswshem _bype WoaRHoRSO o
kEimeskamp TIMESTAMP Ir :I target —
> I
| id IMT(10)
“lip v ¢ : Fileswsbermn _id IRTC10)
id IMNT{10) | primary_host_id IMNT{10)
: secondary_hosk_id IMNT{10)
I

Imet_id IMT{10)
desice ¥ ARCHARLI 1O} l_ =

|
host_jd IMT{10) :

: indexIMNT(11)
tvpe WARCHARIE)

network_Eyvpe wWARCOHAR(10) :I et - tier IMTEC113
address WARCHAR] 40} id INTE 107 uuid Y ARCHARISO) By
rmac_address VARCHAR(ZO) L, bype WARCHARE12) journal _uuid W AR CHAR] SO0
protocal YAaRCH AR indesx SMALLINTS) mainbenance_flag TIMY INT{ 12
netmask W ARCHAR(40) - timestamp TIMESTAMP
gakews an W aRCHARL D) -
Met_speed _id IMNT{ 100 e - - 1
|
|
|
|
|
— -
|
|
|
|
» |
|
W |
|
r—— B
& |
|l Met_speed ¥ |
|
id IMT(10)

tvpe YARCH AR 100%
speed INT{11)
lakency CnOUELE

| Host Al

id IMTC10)

hws_btvpe id IMNT{10)
Fws_role_id IRT10)
location_id IMRT{10) =1
Fileswsberm _id IMT{10%
peer_host_id IMT{10%

Interesting

—_| location A4

id INT(107

rack_name YAaROHAR{SO)
werbic d _position SPMAaLLIMT(S)
height SMALLIMT (G

comm ents YaROHAR(SO)

host_narme YW ARCHAR{SO) -
g 7
e ¥ Y .
I | |

I I I L———
I I !
| I < |
: : ] hw_type - |
I i id IMTELO) :
: : bvpe WARCHARC1007 |
o - |
1 I !
I I
I I
- |
: |
| hw_role - |
id IMTE10) :
role WaRCHARE 1000 :
description v ARCHARL1OO) |
> |
|
|
|
|
€
A
(-] storage_array w
id IMTC10)

ipaddress1_id IMNT(10)
ipaddressZ_id INT{10)
location_jid IMT{10)
array_name YWAaRCHAR{SO)
uuid W ARCHARISO)
wendor WaRCHARL Z0)




What to do (Fallures)?

 Read it all, and try to figure it out
- Works for small systems
» Just keep replacing things
- Ignores underlying problems
» Send equipment back to manufacturer for analysis

- Takes a long time
- May not give a root cause
- EXxpensive



What to do (Performance)?

 Read it all, try to find correlations
- Ok for small systems, nearly impossible for large ones
 Hand create displays based on configuration
- Takes time, lots of information
* Create displays based on items used during jobs
- Takes a lot of time, needs lots of data

* Probably won't tell you much, because these are
data which may not be available anymore



Visualizing Failures

* Temperature anomaly
* Looks good
» Correlation is obvious

* Replaced open floor
tile In front of the
rack, things cleared

up




Visualizing Failures

 Bad disk batch

e Same visualization,
not very helpful,
everything looks bad




Visualizing Failures

Batch Failures e Got the serial
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e Spotting the errors Is
straigtforward



Visualizing Performance

* If you know your OST pools creating views is
simple

 Sometimes this is all you need to see that you
need to rethink your approach



Visualizing Performance

 RPC size over time can give insight into how
well-behaved I/O Is

e Can you stripe some 1I/O into different OST

pools, so that it better fits the pattern? (SSD
tiers, etc.)

 Genome workloads are a good example

— Initial dataset is lots of small files
- Output is one large file



Merging Data

 How to tell when a system is overloaded?

» Various performance counters help, but you
need an Nagios-style interface to report them

 How to know If your metadata performance Is
MDS/MDT bound, or OSS/OST bound?

- Compare outstanding RPCs to OSSes, CPU load
on MDS, IOPs to disk, etc.



Merging Data

» Afailed over OSS pair will have different
performance limits from a fully redundant OSS
pair

 An OST that Is rebuilding will have different
performance

 How to convey this information to the admins
and on to the users?



Questions?
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